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Abstract
Process mining techniques use event data to discover process models, to
check the conformance of predefined process models, and to extend such
models with information about bottlenecks, decisions, and resource usage.
These techniques are driven by observed events rather than hand-made mod-
els. Event logs are used to learn and enrich process models. By replaying
history on the model, it is possible to establish a precise relationship between
events and model elements. This relationship can be used to check confor-
mance and to analyze performance. For example, it is possible to diagnose
deviations from the modeled behavior. The severity of each deviation can be
quantified. Moreover, the relationship established during replay and the times-
tamps in the event log can be combined to show bottlenecks. These examples
illustrate the importance of maintaining a proper alignment between event log
and process model. Therefore, we elaborate on the realization of such align-
ments and their application to conformance checking and performance analy-
sis.

Introduction

Process mining is an emerging research discipline that sits between computational in-
telligence and data mining on the one hand, and process modeling and analysis on the
other hand (1). Starting point for process mining is an event log. All process mining
techniques assume that it is possible to sequentially record events such that each event
refers to an activity (i.e., a well-defined step in the process) and is related to a particular
case (i.e., a process instance). Event logs may store additional information such as the
resource (i.e., person or device) executing or initiating an activity, the timestamp of
an event, or data elements recorded with an event (e.g., the size of an order). Event
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logs can be used to discover, monitor and improve processes based on facts rather than
fiction. There are three main types of process mining:

• Discovery: take an event log and produce a model without using any other a-
priori information. There are dozens of techniques to extract a process model
from raw event data. For example, the classical α algorithm is able to discover
a Petri net by identifying basic process patterns in an event log (4). For many
organizations it is surprising to see that existing techniques are indeed able to dis-
cover real processes based on merely example executions recorded in event logs.
Process discovery is often used as a starting point for other types of analysis.

• Conformance: an existing process model is compared with an event log of the
same process. The comparison shows where the real process deviates from the
modeled process. Moreover, it is possible to quantify the level of conformance
and differences can be diagnosed. Conformance checking can be used to check
if reality, as recorded in the log, conforms to the model and vice versa. There
are various applications for this (compliance checking, auditing, Six Sigma, etc.)
(25).

• Enhancement: take an event log and process model and extend or improve the
model using the observed events. Whereas conformance checking measures the
alignment between model and reality, this third type of process mining aims at
changing or extending the a-priori model. For instance, by using timestamps
in the event log one can extend the model to show bottlenecks, service levels,
throughput times, and frequencies (1).

Process mining provides a bridge between data mining (including computational intel-
ligence, machine learning, and knowledge discovery) and model-driven process man-
agement (process modeling, business process management, simulation, and verifica-
tion). Data mining techniques (16) tend to search for relatively simple patterns in large
datasets. These patterns may be association rules, decision trees, clusters, frequent
sequences, etc. However, patterns discovered through traditional data mining tech-
niques do not describe end-to-end processes involving concurrency, resource sharing,
etc. Model-driven process management techniques (31) focus on such end-to-end pro-
cesses but do not use event data, i.e., models are typically made by hand and are not
related to the actual observed behavior. Only in recent years it has become possible to
bridge this gap (1).

Over the last decade, event data have become readily available and process mining
techniques have matured. Moreover, managements trends related to process improve-
ment, e.g., Six Sigma, TQM (Total Quality Management), CPI (Continuous Process
Improvement), and CPM (Corporate Performance Management) can benefit from pro-
cess mining (1; 18). Whereas these managements trends aim at improving operational
performance, e.g., reducing flow time and defects, organizations are also putting more
emphasis on corporate governance, risk, and compliance. Major corporate and ac-
counting scandals including those affecting Enron, Tyco, Adelphia, Peregrine, and
WorldCom have fueled interest in more rigorous auditing practices. Legislations such
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as the Sarbanes-Oxley Act (SOX) of 2002 and the Basel II Accord of 2004 were en-
acted in response to such scandals. The recent financial crisis also underscores the
importance of verifying that organizations operate “within their boundaries”. Process
mining techniques offer a means to more rigorously check compliance and ascertain the
validity and reliability of information about an organization’s core processes (1; 18).

The right-hand side of Fig. 1 shows an abstraction of an event log containing 1391
cases, i.e., instances of some reimbursement process. Each case is represented by a
trace of events and each event corresponds to an activity executed for a specific case.
For example, Fig. 1 shows that there are 455 process instances having a trace acdeh.
Activities are represented by a single character: a = register request, b = examine
thoroughly, c = examine casually, d = check ticket, e = decide, f = reinitiate re-
quest, g = pay compensation, and h = reject request. Hence, trace acdeh models a
reimbursement request that was rejected after a registration, examination, check, and
decision step. 455 cases followed this path consisting of five steps, i.e., the first line
in the table corresponds to 455 × 5 = 2275 events. The whole log consists of 7539
events.

The event log in Fig. 1 only shows activity names. As mentioned before, events may
have much more properties. For example, the a event of one of the 455 cases following
acdeh may refer to the name of the customer, the employee registering the request, the
timestamp, etc. Although the activity name is just one of many potential attributes of
an event, we use the more compact representation shown in Fig. 1 for clarity.

The α algorithm (4) mentioned earlier constructs process model M1 from the event log
shown in Fig. 1. The model is represented as a Petri net and shows that all cases start
with a (register request) and end with g (pay compensation) or h (reject request). The
examination (i.e., b or c) is concurrent with the checking of the ticket (d). Subsequently,
a decision is made (e) with three possible outcomes. One of these three outcomes is
the reinitiation of the request (f ) which triggers a new examination and check. Model
M1 describes the observed behavior well, e.g., M1 is able to replay all 1391 cases in
the event log.

Figure 1 shows three additional models. These models also aim to describe the pro-
cess that produced the event log. Model M2 is only able to replay the 455 cases that
followed acdeh and none of the 936 other cases fits completely. Model M3 is able to
replay the whole log (i.e., all 1391 cases), but also allows for traces dissimilar to the
observed behavior, e.g., traces such as aeeeeeh are possible according to M3. Model
M4 simply enumerates all 21 traces observed. This model is too complex and is also
“overfitting” the observed behavior, i.e., unseen but likely behavior is excluded.

The four process models may have been discovered using a process discovery algo-
rithm or may also have been made by hand. In either case, it is interesting to check
conformance of model and log. Assuming that M1 is the model that best fits reality as
observed in the event log, we can use the relation between M1 and the 7539 events in
the log as the starting point for all kinds of analysis. For example, when events have
timestamps, we can replay the log and add performance related information toM1. For
example, all places (circles) in M1 can be annotated with the observed average waiting
time extracted from the event log.
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Figure 1: One event log L (right) and four process models M1, M2, M3, andM4 (left).
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Aligning Event Log and Process Model

Conformance checking and performance analysis require an alignment of event log
and process model, i.e., events in the event log need to be related to model elements
and vice versa. Such an alignment shows how the event log can be replayed on the
process model. This is far from trivial as the log may deviate from the model and not
all activities may have been modeled or recorded. To discuss these complications we
need to introduce some notations.

The event log in Fig. 1 contains 1391 cases. Each case is described by a trace, i.e., a
sequence of activity names. Different cases may have the same trace. Therefore, an
event log is a multiset of traces (rather than a set). AL denotes the set of activities that
may be recorded in the log. σ ∈ A∗L is a trace, i.e., a sequence of events. L ∈ IB(A∗L)
is an event log, i.e., a multiset of traces. For example, L = [acdeh, acdeh, abdeg] is an
event log with three cases, two of which follow the same trace.

Each of the four process models in Fig. 1 is represented as a Petri net. Other representa-
tions frequently used are UML activity diagrams, BPMN (Business Process Modeling
Notation), EPCs (Event-driven Process Chains) models, YAWL models, etc. (17; 31). It
is essential that such models are able to represent common process patterns in a com-
pact and intuitive manner. For example, process models should be able to represent
concurrency (e.g., in M1 checking and examination activities can be done in parallel).
However, in this article we abstract from the actual process notation and focus on the
behavior described by the model. Therefore, we can use basic transition systems as a
placeholder for more advanced modeling languages (Petri nets, UML, BPMN, EPCs,
etc.).

A process modelM = (S, SI , SF , AM , T ) is a transition system over a set of activities
AM with states S, initial states SI ⊆ S, final states SF ⊆ S, and transitions T ⊆
S×AM ×S. The set of activities in the modelAM may differ from the set of activities
in the event log AL. The transition system starts in a state in SI and moves from one
state to another according to the transition relation T , e.g., (s1, a, s2) ∈ T means that
in state s1 the transition system can move to state s2 while producing an event labeled
a. Eventually, a final state in SF should be reached in order to complete.

β(M) ⊆ A∗M is the set of all full execution sequences, i.e., possible traces starting in a
state in SI and ending in a state in SF . Consider for example M = ({s1, s2, s3, s4},
{s1}, {s4}, {a, b, c, d}, {(s1, a, s2), (s2, b, s3), (s3, c, s2), (s2, d, s4)}). β(M) = {ad,
abcd, abcbcd, abcbcbcd, . . .}. All modeling languages with executable semantics can
be described in this way.

An important assumption of the approach presented in this article is that the relation-
ship between activities in the model and events in the event log is known, i.e., both
events and activities carry labels. This way it is possible to relate events to activities.
However, as we will show later, there may be multiple activities carrying the same label
and there may be a partial match between an event and activity (defined by a so-called
distance function δ).
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To establish an alignment between process model and event log we need to relate
“moves” in the log to “moves” in the model. However, it may be the case that some of
the moves in the log cannot be mimicked by the model and vice versa. We explicitly
denote “no move” by⊥. For convenience, we introduce the setA⊥L = AL∪{⊥} where
x ∈ AL refers to “move x in log” and ⊥ refers to “no move in log”. Similarly, we use
A⊥M = AM ∪ {⊥} where y ∈ AM refers to “move y in model” and ⊥ refers to “no
move in model”.

One step in an alignment is represented by a pair (x, y) ∈ A⊥L ×A⊥M such that

• (x, y) is a move in log if x ∈ AL and y = ⊥,

• (x, y) is a move in model if x = ⊥ and y ∈ AM ,

• (x, y) is a move in both if x ∈ AL and y ∈ AM ,

• (x, y) is an illegal move x = ⊥ and y = ⊥.

ALM = {(x, y) ∈ A⊥L ×A⊥M | x ∈ AL ∨ y ∈ AM} is the set of all legal moves.

Let σL ∈ L be a trace in event log L and let σM ∈ β(M) be a full execution sequence
of model M . An alignment of σL and σM is a sequence γ ∈ ALM

∗ such that the
projection on the first element (ignoring ⊥) yields σL and the projection on the second
element (again ignoring ⊥) yields σM . Two examples of alignments:

γ1 =
a c d e h
a c d e h

and γ2 =
a b ⊥ d e g ⊥
a ⊥ c d e ⊥ h

Note that we represent the moves vertically, e.g., the first move of γ1 is (a, a) indicating
that both the log and the model make an amove. γ1 is an alignment of σL = acdeh and
σM = acdeh. γ2 is an alignment of σL = abdeg and σM = acdeh. Two additional
alignments for σL = abdeg and σM = acdeh:

γ3 =
a b ⊥ d e ⊥ ⊥ g
⊥ a c d ⊥ e h ⊥ and γ4 =

a ⊥ b d e g ⊥
a ⊥ c d e ⊥ h

Note that in γ3 there is first a “move in log” (a,⊥) followed by a “move in both” (b, a).
Clearly, this is not an optimal alignment because there is no need to just move in the
log and then to move both without agreement on the step to be made: the log makes
a b move whereas the model makes an a move. γ4 is not a correct alignment because
it contains an illegal move (⊥,⊥) (see second position). After removing the illegal
move, we obtain a proper alignment.

γ1 shows the ideal situation where model and log can mimic each other perfectly. Such
an alignment is not possible for σL = abdeg and σM = acdeh. Instead, one needs
to resort to alignments such as γ2 and γ3. Of these two alignments γ2 is preferable
because γ3 contains more moves in only the log or model, and γ3 has a “move in both”
(x, y) with x 6= y (second position).

To qualify the quality of an alignment we introduce a distance function on legal moves:
δ ∈ ALM → IN. The distance function associates costs to moves in an alignment:
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• if x ∈ AL and y = ⊥, then δ(x, y) is the cost of “move x in log”,

• if x = ⊥ and y ∈ AM , then δ(x, y) is the cost of “move y in model”, and

• if x ∈ AL and y ∈ AM , then δ(x, y) is the cost of “move x in log and move y in
model” (typically δ(x, y) = 0 if x = y).

Distance function δ can be generalized to alignments by taking the sum of the costs of
all individual moves: δ(γ) =

∑
(x,y)∈γ δ(x, y).1

We define a standard distance function δS . For x ∈ AL and y ∈ AM : δS(x,⊥) = 1,
δS(⊥, y) = 1, δS(x, y) = 0 if x = y, and δS(x, y) = ∞ if x 6= y. Only moves
where log and model agree on the activity have no associated costs. Moves in just the
log or model have cost 1. δS associates high costs to moves where both log and model
make a move but disagree on the activity. In “δS(x, y) = ∞”,∞ should be read as a
number large enough to discard the alignment (see below). Using the standard distance
function δS : δS(γ1) = δS(a, a) + δS(c, c) + δS(d, d) + δS(e, e) + δS(h, h) = 0,
δS(γ2) = 4 (four moves in just the log or model), and δS(γ3) = ∞ (because of move
(b, a)).

Various cost functions can be defined. For example, the weights of activities may vary.
Skipping a payment may have a much higher cost than skipping some minor check.
The cost function can also be used to compare activities which are not identical but
similar, e.g., in the example we may define δ(b, c) = δ(c, b) = 0.8 because both b
and c examine the request and are exchangeable to some degree. It is also possible
that the model has multiple activities which have the same observable effect. For ex-
ample, in a Petri net there may be multiple transitions (e.g., t1 and t2) corresponding
to some activity x: δ(x, t1) = δ(x, t2) = 0. In fact, it is often desirable to give all
transitions a unique name. This way any σM ∈ β(M) corresponds to a unique path
in the model. In the remainder, we assume the standard distance function δS unless
mentioned otherwise.

Thus far we considered a specific full execution sequence in the model. However, our
goal is to relate traces in the model to the best matching full execution sequence in the
model. Therefore, we define the notion of an optimal alignment. Let σL ∈ L be a trace
in event log L and let M be a model. ΓσL,M = {γ ∈ ALM ∗ | ∃σM∈β(M) γ is an
aligment of σL and σM}. An alignment γ ∈ ΓσL,M is optimal for log trace σL ∈ L
and model M if for any γ′ ∈ ΓσL,M : δ(γ′) ≥ δ(γ).

For an event log L and process model M , we define λM ∈ AL∗ → ALM
∗: a mapping

that assigns any σL ∈ L to an optimal alignment, i.e., λM (σL) ∈ ΓσL,M and λM (σL)
is optimal. It is easy to see that such a mapping exists (but there may be multiple).
Consider for example M2 and σL = acdefdbeh , i.e., the trace that occurred 47 times
in the log of Fig. 1. Mapping λM2

may produce the following optimal alignment:

λM2
(σL) =

a c d e f d b e h
a c d ⊥ ⊥ ⊥ ⊥ e h

1Note that summation is generalized to sequences and multisets, i.e.,
∑

x∈aab f(x) =∑
x∈[a,a,b] f(x) = 2f(a) + f(b).
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Note that the alignment defines a path in the model from an initial state to a final state
(in this case acdeh). λM (σL) ∈ β(M) is the projection on the second element of
λM (σL) (ignoring ⊥). Hence, λM ∈ AL∗ → AM

∗ such that λM (σL) gives the best
matching full execution sequence for trace σL in model M . Consider for example M1

and σL = abefbh , i.e. a trace that cannot be generated by the Petri net in Fig. 1. Given
the standard distance function δS there is just one choice:

λM1(σL) =
a b ⊥ e f b ⊥ ⊥ h
a b d e f b d e h

Hence, λM1(σL) = abdefbdeh is the best matching sequence with cost δS(λM1(σL)) =
3.

In general, there may be many other alignments having the same cost. However, func-
tion λM provides an “oracle” that, given an log trace σL, produces one best match-
ing full execution sequence λM (σL). It is always possible to create such a function
based on some predefined distance function. In (6; 5) various approaches are given
to create optimal alignment with respect to some predefined distance function. These
approaches are based on the A∗ algorithm, i.e., an algorithm originally invented to find
the shortest path between two nodes in a directed graph. The A∗ algorithm can be
adapted to find an optimal alignment between model and log. In this article we do not
elaborate on the A∗ algorithm. In principle, any optimization approach can be used to
compute λM (σL). Here we focus on the result that after alignment any trace in the
event log can be replayed on model (even if the trace does not fit perfectly).

Conformance Checking

For conformance checking we use the “oracle” λM that relates traces in the event log
to paths in the model. In this section, we consider the standard four quality dimen-
sions for comparing model and log: (a) fitness, (b) simplicity, (c) precision, and (d)
generalization (1).

Fitness: Can the Model Generate The Observed Behavior?

A model with good fitness allows for most of the behavior seen in the event log. A
model has a perfect fitness if all traces in the log can be replayed by the model from
beginning to end. To quantify fitness, we can directly apply the distance function δ
on the optimal alignments provided by the “oracle” λM . The total alignment cost for
event log L and model M is

fcost(L,M) =
∑
σL∈L

δ(λM (σL))

Consider for example event logL and the four models shown in Fig. 1. fcost(L,M1) =
0, fcost(L,M2) = 2884, fcost(L,M3) = 0, and fcost(L,M4) = 0. This shows that
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M1, M3, and M4 are able to replay the log without any problems. The total alignment
cost for model M2 is 2884. This sum is caused by the moves in just the model or just
the log, for all cases different from acdeh.

Often, we would like to express fitness as a number between 0 (very poor fitness)
and 1 (perfect fitness). There are several ways to normalize the alignment costs.
One approach is to divide fcost(L,M) by the maximal possible cost. Let us as-
sume that for x ∈ AL and y ∈ AM : δ(x, y) = ∞ if x 6= y, i.e., we only al-
low a move on both model and log (x, y) if x = y. In this case, the worst-case
scenario is that there are just moves in the log and moves in the model (and never
both) in the optimal alignment. moveL(L) =

∑
σL∈L

∑
x∈σL

δ(x,⊥) is the total
cost of moving through the whole log without ever moving together with the model.
moveM (M) = minσM∈β(M)

∑
y∈σM

δ(⊥, y) is the total cost of making moves on
model only. Note that we consider the “least expensive path” because an optimal align-
ment will try to minimize costs. This results in the following definition of fitness:

fitness(L,M) = 1− fcost(L,M)

moveL(L) + |L| ×moveM (M)

fitness(L,M1) = 1, fitness(L,M2) = 0.8, fitness(L,M3) = 1, and fitness(L,M4) =
1. The fitness value for modelM2 is 0.8. This may seem high as just 455 of 1391 cases
fit completely (i.e., less than 33% of the process instances can be replayed from begin-
ning to end). However, note that all cases start with a and execute at least one d and e.
Moreover, the majority of cases ends with h. This explains the high fitness value.

Note that there are alternative ways to normalize the alignment cost to produce a fitness
value, e.g., a fitness value only considering moves on log.

Precision: Avoid Underfitting

Model M3 in Fig. 1 has a fitness of 1 although the model clearly allows for behavior
very different from the behavior seen in the event log. A model is precise if it does not
allow for “too much” behavior. A model that is not precise is “underfitting”. Underfit-
ting is the problem that the models such as M3 over-generalize the example behavior
seen in the log.

In (25) two so-called “appropriateness notions” are defined (behavioral appropriateness
and structural appropriateness). The goal is to discover situations where “too” many
transitions are enabled. For example, after the execution of a in M3, seven activities
(b, c, d, e, f , g and h) are continuously enabled until completion. However, based on
the event log it appears that in most situations just one to three activities are enabled
rather than seven.

In (23) a so-called prefix automaton is constructed to see where the process model
allows for more behavior than actually observed in the event log. This approach is
further improved in (22; 24).
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The approach proposed in this paper is very different from (25). Instead, we propose
an approach similar to (22), i.e., using a prefix automaton combined with an alignment
between model and log. Before doing so, we revisit our notion of event logs.

Event log L does not need to fit modelM . However, we can construct a modified event
log L′ = [λM (σ) | σ ∈ L]. In the remainder, we only use such preprocessed logs, i.e.,
from now on we only consider event logs after alignment. Note that this implies that
given a log L and model M : (a) AL = AM and (b) σ ∈ L implies σ ∈ β(M).

Moreover, we assume any model M to be deterministic, i.e., given some execution se-
quence σ ∈ β(M) there is only one corresponding path in the model. This also holds
for prefixes of σ. Model M4 in Fig. 1 does not meet this requirement unless we relabel
the transitions. For any state in a deterministic model, there cannot be two enabled
transitions with the same label. Note that any model can be made deterministic: sim-
ply rename competing transitions with the same label and adapt the distance function
accordingly.

To simplify our definition of precision, we view an event log as a collection of unique
events E . Consider the first activity of trace acdeh in the event log of Fig. 1. There are
455 distinct events corresponding to initial activity a in acdeh. For the example log,
E contains 7539 events. The activity associated to e ∈ E is act(e) and the timestamp
of e is time(e). In addition, we define the following functions given e ∈ E and some
model M = (S, SI , SF , AM , T ):

• stateM (e) ∈ S is the state in M just before the occurrence of e. Note that it is
possible to derive this state because we consider a preprocessed log with fitness
1 and a deterministic model.

• contextL(e) ∈ AM ∗ is the activity prefix of the process instance just before the
occurrence of e, i.e., the sequence of all activities that happened before event e.
We call this prefix the context of e.

• enM (e) ⊆ AM is the set of activities enabled in stateM (e), i.e., enM (e) =
{a ∈ AM | ∃s∈S (stateM (e), a, s) ∈ T}. Note that act(e) ∈ enM (e).

• enL(e) ⊆ AM is the set of activities that were executed in the same con-
text, i.e., enL(e) = {act(e′) | e′ ∈ E ∧ contextL(e′) = contextL(e)}.
enL(e) ⊆ enM (e) because we consider a preprocessed log with fitness 1 and
a deterministic model (the same prefix always leads to the same state).

• sim(e) ⊆ E is the set of all events that happened in the same state as the state
just before executing e, i.e., sim(e) = {e′ ∈ E | stateM (e′) = stateM (e)}.
Note that e ∈ sim(e).

• diff (e) = {act(e′) | e′ ∈ sim(e)} ⊆ AM are the different activities that were
executed in the same state as the state just before executing e.

Each event e ∈ E implicitly refers to a point in the event log just before executing e.
For such a point we can count the number of enabled activities in the model enM (e)
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and the number of observed activities actually executed in a similar context enL(e).
This can be used to define the following precision notion:

precision(L,M) =
1

|E|
∑
e∈E

|enL(e)|
|enM (e)|

If all behavior allowed by the model is actually observed, then precision(L,M) = 1.
By taking the average over all events, we automatically take frequencies into account.
If the model has an activity that is enabled on a frequent path but the activity is never
executed, then this is more severe than an unused activity enabled along an infrequent
path.

For our running example we compute: precision(L,M1) = 0.97, precision(L,M2) =
1, precision(L,M3) = 0.41, and precision(L,M4) = 1. This clearly shows that
model M3 is underfitting.

Generalization: Avoid Overfitting

Model M4 simply encodes the event log and does not generalize. In general, a process
model should not restrict behavior to just the examples seen in the log. A model that
does not generalize is “overfitting”. Overfitting is the problem that a very specific
model is generated whereas it is obvious that the log only holds example behavior (i.e.,
the model explains the particular sample log, but it is unlikely that another sample log
of the same process can be explained well by the current model).

It is difficult to reason about generalization because this refers to unseen examples.
However, we can use an approach similar to the one used for the quantification of
precision. Again we consider all points in the event log where event e ∈ E is about
to happen. Given an event e we can find all events e′ that occurred in the same state
in model M . Every event can be seen as an observation of an activity in some state s.
Suppose that state s is visited n times and that w is the number of different activities
observed in this state. Suppose that n is very large and w is very small, then it is
unlikely that a new event visiting this state will correspond to an activity not seen
before in this state. However, if n and w are of the same order of magnitude, then it
is more likely that a new event visiting state s will correspond to an activity not seen
before in this state. Using this idea we define generalization as follows:

generalization(L,M) = 1− 1

|E|
∑
e∈E

pnew(|diff (e)|, |sim(e)|)

pnew(w, n) is the estimated probability that a next visit to state s = stateM (e) will
reveal a new path not seen before: w = |diff (e)| is the number of unique activities
observed leaving state s and n = |sim(e)| is the number of times s was visited by the
event log. We use an estimator inspired by (7): pnew(w, n) = w(w+1)

n(n−1) if n ≥ w+2 and
pnew(w, n) = 1 otherwise. This estimate can be derived under the Bayesian assump-
tion that there is an unknown number of possible activities in state s and that probability
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distribution over these activities follows a multinomial distribution. This results in the
posterior transition probability pnew(w, n) if n ≥ w + 2 (7). For n ≤ w + 1, the
Bayesian analysis proposed in (7) does not provide a transition probability. In this case
there are too few repetitions to properly estimate the posterior transition probability.
For n = w + 1, w(w+1)

n(n−1) = 1. For n = w, w(w+1)
n(n−1) > 1 (or undefined). Therefore, we

assume the transition probability to be 1 if n ≤ w + 1. This is a reasonable assump-
tion (especially for larger n): if most observations are unique, it is likely that the next
observation will also be unique.

generalization(L,M) is close to 0 if it is very likely that new events will exhibit
behavior not seen before. generalization(L,M) is close to 1 if it is very unlikely that
the next event will reveal new behavior.

For our running example, generalization(L,M1) = 1.0, generalization(L,M2) =
1.0, generalization(L,M3) = 1.0, and generalization(L,M4) = 0.99. The high
values for M1, M2, and M3 correspond to the intuitive notion of generalization. The
next trace to be observed is likely to fit into these models. However, the value for
M4 may be higher than expected. The reason is that generalization takes the aver-
age over all events, and most events occur (by definition) in the highly frequent traces.
For example, there are 455 process instances having a trace acdeh. For all interme-
diate states there is only one possible next activity (w = 1) whereas these states are
visited 455 times (n = 455). Hence pnew(w, n) = 1(1+1)

455(455−1) ≈ 0 for all events
having such a trace resulting in a very high precision value. The effect becomes clear
if we assume that each of the 21 possible traces occurs only once. Let us call this log
Ls. Then generalization(Ls,M1) = 0.99349, generalization(Ls,M2) = 0.99524,
generalization(Ls,M3) = 0.99750, and generalization(Ls,M4) = 0.11547. For
this smaller log, it becomes clear that M4 is indeed less general (i.e., more overfitting).

Alternatively, we can also define the notion of generalization at the state level rather
than the event level:

generalizationS(L,M) = 1− 1

|S|
∑
s∈S

pnew(|diff (s)|, |sim(s)|)

Now functions diff and sim are defined for states rather than events. For s ∈ S:
sim(s) = {e ∈ E | stateM (e) = s} ⊆ E is the set of all events that happened in state
s and diff (s) = {act(e) | e ∈ sim(s)} ⊆ AM are the different activities that were
executed in state s. This metric will punish the parts of the model that are low-frequent
but overfitting much harder. Hence, this metric results in an even lower generalization
value for M4.

When evaluating a process discovery algorithm, one can also use an alternative ap-
proach. First, construct the model M for the whole event log L. Suppose that |L| = k
and that the cases are numbered: 1, 2, . . . , k. Create k events logs by removing pre-
cisely one process instance: L1, L2, . . . , Lk. Event log Li is L without the events
corresponding to case i. Next, construct a model Mi for each of the event logs Li.
Let l be the number of models Mi that can replay case i successfully. The fraction
l/k is an alternative metric for generalization. If l/k is close to 0, then the model is
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overfitting. If l/k is close to 1, the model is able to generalize well. Also other forms
of cross validation (e.g., k-fold cross-validation) can be used to quantify the degree of
generalization.

Simplicity: Occam’s Razor

The fourth quality dimension is related to Occam’s Razor which states that “one should
not increase, beyond what is necessary, the number of entities required to explain any-
thing”. Following this principle, we look for the “simplest process model” that can
explain what is observed in the event log. Model M1 in Fig. 1 is simple compared to
M4. This makes M4 a less suitable model.

There are various techniques to quantify model complexity. The complexity of the
model could be defined by the number of nodes and arcs in the underlying graph. Also
more sophisticated metrics can be used, e.g., metrics that take the “structuredness” or
“entropy” of the model into account. A detailed discussion of these complexity metrics
is outside the scope of this article. We refer to (21) for pointers to over twenty metrics
described in literature.

Performance Analysis

After aligning event log and model, all kinds of analysis techniques based on “replay”
come into reach. These replay techniques may use additional attributes and are not
restricted to activity names. As mentioned earlier, events may have timestamps and
refer to resources, customers, organizational units, cost rates, etc. Timestamps can be
used to compute flow times, waiting times, service times, synchronization times, etc.
Consider two subsequent events e1 and e2 with act(e1) = a, act(e2) = b, time(e1) =
23-11-2011:15.56, and time(e2) = 23-11-2011:16.20. If b is causally de-
pendent on a, we record a time of 24 minutes in-between a and b. By repeatedly
measuring such time differences during replay, we can compute the average time that
elapses in-between a and b.

Such detailed analysis is only possible after successfully aligning model and log. A
process model annotated with time information can be used to diagnose performance
problems. Moreover, the learned temporal behavior can be used for predictions (“What
is the remaining flow time for this running case?”) and recommendations (“Which
action minimizes the expected overall costs?”). See (1) for more details and concrete
examples.

Related Work

This article describes a collection of process mining algorithms aiming at conformance
checking and performance analysis. See (1) for an introduction to process mining. We
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refer to the recently released Process Mining Manifesto (18) for the main challenges in
process mining.

Cook et al. (9; 8) were among the first to quantify the relationship between event logs
and process model. They compare event streams of the model with event steams gen-
erated from the event log.

Several authors proposing process discovery algorithms also provide a quality metric
(often related to fitness). For example, in (20) the authors define a fitness function for
searching for the optimal model using a genetic approach. In (26) a “process mining
evaluation framework” for benchmarking process discovery algorithms is proposed.

The first comprehensive approach to conformance analysis was proposed in (25) by
Rozinat and Van der Aalst. Two different types of metrics are proposed: (a) fitness
metrics, i.e., the extent to which the log traces can be associated with valid execution
paths specified by the process model, and (b) appropriateness metrics, i.e., the degree
of accuracy in which the process model describes the observed behavior, combined
with the degree of clarity in which it is represented. Fitness in (25) is measured by “re-
playing the event log” and counting the number of missing and remaining tokens. This
typically results in rather high fitness values as also pointed out in (6; 28). In (25) four
appropriateness metrics are defined. Simple behavioral appropriateness looks at the
average number of enabled transitions. If most transitions are continuously enabled,
the model is likely to lack precision (i.e., underfitting). Advanced behavioral appropri-
ateness compares the “footprint” of the log (follows and precedes relationships) to the
“footprint” of the model. Simple structural appropriateness and advanced structural
appropriateness quantify the complexity of the model. Note that the appropriateness
metrics in (25) cover the simplicity, precision, and generalization dimensions discussed
in this article.

One of the drawbacks of the approach in (25) and most other approaches that “play
the token game”, is that fitness is typically overestimated. When a model and log do
not fit well together, replay will overload the process model with superfluous tokens.
As a result, the model will allow for too much behavior. Approaches such as the
one in (25) also have problems when the model has “invisible activities” (silent steps
that are not recorded in the event log) or “duplicate activities” (multiple transitions
bearing the same label). To deal with such phenomena state-space exploration and
heuristics are needed to replay the event log. In fact, most conformance techniques
give up after the first non-fitting event or simply “guess” the corresponding path in the
model. Therefore, Adriansyah et al. formulated conformance checking problems as an
optimization problem (6; 5). This is the approach we also use in this article.

The lion’s share of attention in conformance checking has been devoted to checking
fitness. Besides the four appropriateness notions in (25), Munoz-Gama et al. quantified
additional precision notions (22; 23; 24). In this paper, we use an approach similar to
the one reported in (22). Unlike (23; 24), this approach is robust in case of non-fitting
traces.

It is difficult to use classical quality notions such as precision and recall for process
mining. The main reason is that event logs only contain positive examples, i.e., one
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can see what “did happen” but not what “could not happen”. Therefore, some authors
suggest inserting artificially generated “negative events” (12; 29). Goedertier et al.
proposed such events for both process discovery and conformance checking (12). De
Weerdt et al. defined a so-called F-measure based on artificially generated negative
events (29). The authors of the latter paper also conducted a comparative analysis
of several conformance metrics (28). However, their study did not consider the more
advanced alignment-based approaches discussed in this article.

In (15) a so-called completeness metric and soundness metric are defined. These met-
rics compare the traces of the model with the traces in the log. This approach suffers
from several drawbacks. First of all, only complete traces are compared. Second, it is
assumed that the model’s behavior can be enumerated. Finally, it is assumed that the
log contains all possible traces.

In (11), the techniques presented in (6; 5) are generalized to artifact-centric processes
(the so-called Proclets). The conformance notions in (11) also take interactions be-
tween process instances into account.

Several approaches create so-called behavioral footprints to compare event log and
model (1). The key idea is that a footprint can be based on observed behavior and
modeled behavior as described in (1). Another example of such a footprint is the so-
called “behavioral profile” (30). The problem of this approach is that it cannot handle
loops properly (unlike (1; 25)).

All techniques discussed thus far, compare model and log. There are also many compli-
ance approaches that compare a model and another model or a model and a set of rules
(10; 13; 14; 19). These approaches are very different from the techniques discussed in
this paper as they do not take the actual observed behavior into account.

As indicated in this article, alignments can also be used for performance analysis as
most event logs contain timestamps (1). Replaying event logs with timestamps allows
for bottleneck analysis and prediction as demonstrated in (2; 3).

Conclusion

Process mining can be seen as the “missing link” between data mining and traditional
model-driven BPM. Although process discovery received the lion’s share of attention,
the alignment between event log and model is at least as important. An alignment
makes it possible to replay the event log on the model. This can be used for perfor-
mance analysis and conformance checking. As demonstrated, it is possible to decou-
ple analysis and first establish an optimal alignment before measuring conformance or
identifying bottlenecks.

Many of the ideas presented in this article have been implemented in ProM, an open-
source process mining platform offering a wide variety of techniques for process dis-
covery, conformance checking, and model enhancement (1; 27). From a computational
point of view it is challenging to compute an optimal alignment (6; 5). Hence, future
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work should aim at more efficient algorithms. Moreover, it will be fruitful to explore
the full application potential of replay (beyond conformance checking and performance
analysis).
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